Multimedia Tools and Applications (2020) 79:11051-11067
https://doi.org/10.1007/511042-018-6561-9

@ CrossMark

Deep neural network assisted diagnosis of time-frequency
transformed electromyograms

A. Bakiya' « K. Kamalanand’ - V. Rajinikanth?(® - Ramesh Sunder Nayak? -
Seifedine Kadry*

Received: 25 May 2018 /Revised: 8 July 2018 / Accepted: 15 August 2018/
Published online: 3 September 2018
© Springer Science+Business Media, LLC, part of Springer Nature 2018

Abstract

Electromyograms (EMG) are recorded electrical signals generated from the muscles and these
signals are closely interrelated with the muscle activity and hence are useful for the investi-
gation of neuro-muscular disorders. The feature mining, feature collection and development of
classification systems are greatly significant steps in the differentiation of normal and abnor-
mal EMG signals to evaluate the abnormality. In this work, time-frequency domain based
features of regular, myopathy and Amyotrophic Lateral Sclerosis (ALS) EMG signals were
extracted from four different techniques namely Stockwell-Transform (ST), Wigner-Ville
Transform (WVT), Synchro-Extracting Transform (SET) and Short-Time Fourier Transform
(STFT). The Particle Swarm Optimization (PSO) with fractional velocity update technique
was implemented for feature reduction. Further, the classifier based on the Deep Neural
Networks (DNN) was developed by employing the features selected using fractional PSO.
Finally, the performance of the DNN was compared with that of the Shallow Neural Network
(SNN) classifier. Results of this work demonstrate that, the performance measure of the DNN
classifiers is higher than that of the SNN classifier. This work appears to be of good clinical
significance since efficient classification techniques are required for the development of robust
neuro-muscular diagnosis systems.
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1 Introduction

The Neuro-Muscular (NM) disorders comprise of several disorders which influence the human
muscular system and nervous system and the early diagnosis leads to efficient treatment strategies
[13]. There are two most frequent muscular disorders namely the Amyotrophic Lateral Sclerosis
(ALS) and Myopathy [10]. ALS is a fast-developing NM disease which is fatal and affects the
neurons in peripheral and central nervous systems [4]. Myopathies are manifested by muscle
weakness, muscle dysfunction, muscle cramps, stiffhess, spasm, etc. [14].

Normally, NM malfunction is normally evaluated based on the EMG recorded in a
controlled environment. During this recording procedure, the electric signals from the human
muscular system are acquired using surface electrodes or needle electrodes from the voluntary
or non-voluntary muscles. Further, the EMG signals are utilized in several medical applica-
tions, such as machine interfacing, robotic control, medical diagnostics, prosthesis, and
rehabilitation [47]. The investigation of EMG signals is preferred only in quantitative analysis
techniques instead of qualitative inspection, due to the non-stationary nature of EMG signals
[49]. Hence, the feature extraction, feature optimization and development of classification
techniques need to be employed for the efficient discrimination of normal and abnormal
EMGs.

The feature extraction involves the process of extracting useful information which describes
the characteristics of original EMG signals [33]. Recently, several researchers have utilized
various time domain features, frequency and time frequency domain features, such as auto-
correlation, contrast, spectral peak power, mean frequency, entropy, mean etc., to implement
efficient classification of normal and abnormal EMG signals [1-3, 15, 38, 45]. Ambikapathy
et al. (2018) [5] have analyzed the quality of information content of EMG signals recorded
with the help of three types of electrodes such as mono polar needle, concentric needle, and
surface electrodes. The authors have concluded that the information quality of EMG signals
recorded using needle electrodes is superior compared to that of the surface electrodes. Wang
et al. (2014) [48] have utilized the time and time-frequency features of EMG signals recorded
with surface electrodes for the classification of different forearm movements. These authors
concluded that the time-frequency features of surface EMG signals are more prominent for the
classification of different forearm movements when compared to the time domain features.
Karthick et al. (2018) [27] have considered the time-frequency features of surface EMG
signals for the classification of fatigue and non-fatigue conditions. They concluded that the
time-frequency features of surface EMG signals have higher classifier accuracy for the
discrimination of non-fatigue and fatigue conditions.

Generally, for the extraction of different time-frequency features, transformation techniques
are required to convert one dimensional time series into two dimensional time-frequency
images [11]. Recently, several researchers have utilized various transformation techniques such
as Discrete Cosine transform (DCT), Stockwell-Transform (ST), Wigner-Ville Transform
(WVT), Synchro-Extracting Transform (SET), Continuous Wavelet Transform (CWT), etc.,
for the examination of EMG signals [16, 21].

The performance of the developed classifiers may be influenced by several issues, such as
redundant features and the large dimensionality of the feature set [39]. Hence, the feature
selection or feature reduction is a necessary step for the selection of optimal feature sub-set and
also useful for the improvement of the classifier performance [40]. In recent years, several
algorithms have been implemented to determine the appropriate feature set for the classifica-
tion of bio-signals [17, 18, 24, 25, 36, 3941, 44].
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In recent years, several machine learning algorithms with supervised and unsupervised
learning schemes, such as K-means, K-nearest neighbor, support vector machines, decision
tress, artificial neural networks, and deep learning techniques have been adopted for the
discrimination of EMG signals [8, 9, 22, 23, 26, 30]. The Deep Neural Network (DNN) is a
novel machine learning technique that has more learning ability and can solve complex
problems which require higher generalization capabilities. DNN models are highly useful in
biomedical applications such as the development of diagnosis systems, signal and image
analysis [7].

In this work, the EMG signal features extracted using four different time-frequency
transformation techniques namely ST, WVT, SET, and STFT have been utilized for the
development of DNN classifier for the automated diagnosis of myopathy and ALS conditions.

2 Methodology
2.1 Acquisition of EMG signals

In this work, EMG signals were acquired from brachial biceps muscles of normal and
abnormal (myopathy and ALS) subjects, using concentric needle electrodes. The one hundred
and fifty EMG signals from normal, myopathy and ALS cases were recorded. The sampling
rate of acquired EMG signals is 23,437.5 Hz. The EMG signals were taken from the
benchmark EMG signals database [www.emglab.net] [31].

2.2 Feature extraction and selection

Initially, the time-frequency transformation techniques, such as SWT, WVT, STFT and SET
were implemented to extract useful features from normal and abnormal EMG signals. Finally,
eighty valuable features were extracted from the time-frequency images obtained using four
different transformation techniques to analyze and classify these EMG signals. The overview
of this research work is presented in Fig. 1. Initially, various class of EMG signals such as
normal, myopathy and ALS were extracted from a chosen muscle group using various
electrodes. The essential signal features are then extracted using time-frequency transformation
techniques and a PSO with fractional velocity update algorithm is then implemented to select
the key feature sub-set among the extracted initial time-frequency features. Finally, a classifier
system based on the DNN and SNN were developed and its classification performance were
evaluated and recorded.

eature Extraction:Time-frequent
images

Fig. 1 Overview of proposed EMG evaluation approach
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2.2.1 Stock-well transform (ST)

Hence, it is also referred as phase corrected continuous wavelet transform or frequency
dependent short time Fourier transform [35, 46]. Considering the continuous time sequence
h(?), the spectrum time at ¢ — 7 can be found by the product of 4(f) with the Gaussian window
g(t—T, o) placed atr. Hence, the S transform S(f, 7, o) can be expressed as [35],

o0

S(f,1,0) = _,[Dh(t)g(t—T, J)e_ﬂ”ﬁdt (1)

The Gaussian window g(¢— 7, o) is given by,

o=— (3)
where, o is the dilation parameter of frequency and e > is the exponential kernel function.
Figure 2(a) to (c) show the typical time-frequency images of normal, myopathy and ALS EMG
signals, respectively, obtained using SWT.

2.2.2 Wigner-Ville transform (WVT)

Essentially the WVT is the double Fourier transform of the symmetrical ambiguity function
[6]. The expression for the WVT is given by [16, 43],

. « 1 1
Py(t.f)= 1 e s <t—§7') S (r + 57> dr (4)
where, S*(¢) and S(¢) are the real and imaginary signals [16, 43]. Figure 3(a) to (c) show the

typical time-frequency images of normal, myopathy and ALS EMG signals, respectively,
obtained using WVT.

(@) (b) ()
Fig. 2 Typical SWT based time-frequency images of EMG signals (a) Normal, (b) Myopathy and (¢) ALS
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Fig. 3 Typical Wigner-Ville transform based time frequency images of (a) Normal, (b) Myopathy and (¢) ALS
EMG signals

2.2.3 Synchro-extracting transform (SET)

SET is a novel time-frequency method to evaluate the instantaneous amplitude and
frequency of the signals. In time-frequency analysis, SET giveshigh energy concen-
tration than the other conventional techniques. Considering, the multi signal compo-
nent S(¢#) can be given as [50],

NOEWHOREGE (5)

The different signals are separated by the distance and compared to the window function, i.e.

<P,k+1 (-9 (1) > 2A (6)

where, A is the instantaneous amplitude of the & signal,; is the instantaneous phase
of the k”* signal and A is the frequency of the window function [50]. Figure 4(a) to
(c) show the time-frequency images of normal, myopathy and ALS EMG signals,
respectively, obtained using SET.

(@) (b) (©

Fig. 4 Typical Synchro-Extracting based time-frequency images (a) Normal, (b) Myopathy and (¢) ALS EMG
signals
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2.2.4 Short-time Fourier transform (STFT)

The STFT is the techniques, which is used to examine the bio-medical signals,which consists
of time fragment multiplied by window function of the signal [28]. Such equation can be
expressed as [28],

1 N-L 2

X(k)=— Y w(n)x(n).e ¥ (7)

N n=0
where, X(k) is the frequency spectrum of A signal, w(n) is the window function, x(n) is the
signal sample up to n” times and N is the sample number in the window [32]. The peak
frequency is determined by using frequency spectrum of the signal, which is expressed using
the formula [32],

fp N-1
fmax = arg (Wmax Z X(k)) (8)
k=0

where, f, is the sampling frequency. Figure 5(a) to (c) show the typical time-frequency images
obtained using STFT, from normal, myopathy and ALS EMG signals, respectively.

In this work, nineteen GLCM features [19, 37, 42] were extracted along with the fractal
dimension for the analysis of EMG signals. Finally, eighty useful features were extracted from
the time-frequency images obtained using four different transformation techniques. Further,
the particle swarm optimization algorithm with fractional velocity update has been used to
select the feature subset consisting of fifteen optimal features from the original feature set. The
fifteenselected featuresare mentioned in Table 1.

2.3 Shallow and deep neural network classifiers

In recent years, researchers have used various architectures and algorithms in deep learning
such as the DNN, Deep Belief Network (DBN), Convolutional Neural Network (CNN), auto
encoder etc., for solving the complex problems in biomedical applications [29]. Also, the deep
learning algorithms can perform efficiently when compared to the conventional shallow
network architecture since the deep networks have higher learning and generalization capa-
bility. In other words, the shallow neural networks have higher memorization capability while
the deep architectures have more generalization capabilities. The Deep Neural network (DNN)
architecture is an extension of the Neural Network (NN) architecture and has more than two

) (b) (©

Fig. 5 Typical Short-time Fourier transform based time-frequency images (a) Normal, (b) Myopathy and (c)
ALS EMG signals
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Table 1 The Fifteen selected features for development of DNN classifiers

Transformation Techniques Features selected using PSO with fractional velocity update
SWT Cluster Shade (CS)

SumEntropy (SE)
WVT Auto Correlation (AC)

Contrast (CON)

DifferenceVariance (DV)
Fractal Dimension (FD)

SET Auto Correlation (AC)
InformationMeasure of Correlation1 (IMC1)
SumAverage (SA)

STFT ClusterProminence (CP)
DifferenceVariance (DV)
Homogeneity (H)
Information Measure of correlation2 (IMC2)
SumEntropy (SE)
Fractal Dimension (FD)

hidden layers in the architecture across the input and the output layers [12, 20]. Due to this
architectural complexity, the DNN can efficiently explore the complex and nonlinear problems
in science and technology. Figure 6 shows the architecture of shallow and deep neural
networks where IL is the input layer, OL is the output layer, L is the number of hidden layers
and N is the number of hidden neurons. In the case of SNN, only one hidden layer (L =1) is
presented in the architecture. In this work, both SNN and DNN were developed with different
number of neurons (N =15, 10, 15, 20) and with different number of layers (L=1, 2, 3, 4, 5) for
the classification of the EMG signals using the adopted feature subset. In the case of the
developed SNN, four different number of neurons (N=35, 10, 15, 20) were adopted. Further,
the DNN classifiers were developed with various numbers of hidden layers (L =2, 3, 4, 5) and
with different number of neurons (N=15, 10, 15, 20). Further, a tan-sigmoid activation function
was utilized. The selected features from 70% of the total number of signals was used for
training the classifiers and the remaining 30% was used for testing the classifiers.

Finally, the comparative analysis of the developed DNN and SNN classifiers was per-
formed using the performance measures such as the Accuracy, Sensitivity, Specificity, Positive
Predictive Values (PPV) and Negative Predictive Values (NPV).

Shallow Neural Network Deep Neural Network
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-
N, T
oL .
Input Layer - Output Layer 1yt | ayer 7
\ ™
\ -
\‘\7 Yy,
N N -
Hidden Layers Hidden Layers Hidden Layers

Fig. 6 Architecture of Shallow and Deep neural networks
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3 Results and discussion

In this section summaries the results obtained with the experimental work. The proposed work
is implemented using a workstation of Intel® core i3-3217 U CPU@1.80GHz 8 GB RAM
equipped with Matlab software.

Figure 7 shows the accuracy of developed shallow and deep neural networks for the classi-
fication of normal, ALS and myopathy EMG signals. It is observed that the accuracy of developed
SNN with 15 neurons (N =15) is higher when compared to the accuracy of SNN with other
adopted number of neurons (N =5, 10, 20). Further, the accuracy of the developed DNN with four
hidden layers and with neurons (N = 5) is higher when compared to the accuracy of the developed
deep neural networks with different number of layers (Layers = 2, 3, 5) with different combination
of neurons. Also, it is seen that the accuracy of developed deep neural network classifiers with five
hidden layers and with different combination of neurons is lesser when compared to the accuracy
of the developed deep neural network classifiers for other adopted number layers with different
number of neurons. Results demonstrate that the accuracy of the developed classifiers is high
when the number of layers is selected between 2 and 4. Further increase in the number of hidden
layers is found to decrease the diagnostic accuracy.

The sensitivity for the developed SNN and DNN classifiers for the discrimination of normal,
ALS and myopathy EMG signals with different number of layers and for different number of
neurons is presented in Fig. 8. In the case of shallow neural network, the sensitivity of the
developed classifier with 15 neurons (N =15) is higher when compared to the sensitivity of
developed classifiers with other adopted number of neurons (N =5, 10, 20). Further, the sensi-
tivity of the DNN with four hidden layers and with neuron (N = 5) is higher when compared to the
sensitivity of the DNN with different number of layers (Layers =2, 3, 5) with different combi-
nation of neurons. Also, it is found that the sensitivity of developed deep neural network classifiers
with five hidden layers and with different combination of neurons is lesser when compared to the
sensitivity of the developed deep neural network classifiers for other adopted number layers with
different number of neurons. Results demonstrate that the sensitivity of the developed classifiers is

1004 i Neurons (N)

in the Each layer
—a—N=5
—e—N=10
—A&—N=15
—*—N=20

Accuracy (%)
()] (o]
£ P

H
o
1

Shallow
| neural Deep neural networks
network
20 T T T T T
1 2 3 4 5

Number of layers

Fig. 7 The variation of accuracy for the developed SNN and DNN classifiers with different the number of
neurons, shown as a function of the number of hidden layers
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Fig. 8 The variation of Sensitivity for the developed SNN and DNN classifiers with different the number of
neurons as a function of the number of hidden layers

high when the number of layers is selected between 2 and 4. Further increase in the number of
hidden layers is found to decrease the classification sensitivity.

Figure 9 presents the variation in specificity for the developed shallow and deep neural
networks for the classification of EMG signals with different number of layers and with different
number of neurons. The results demonstrate that the specificity of the developed deep neural
networks with four hidden layers and with five neurons in each layer is higher when compared to
the specificity of the developed deep neural networks with different layers and with different
number of neurons. Also, it is found that the number of layers is selected between 2 and 4, the
classification specificity of the developed classifiers is high. Additionally, decreases in the
classification specificity are found to be increase in the number of hidden layers.

Neurons(N) in the
100 = ! each layer
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Fig. 9 The variation of specificity for the developed Shallow and deep neural network classifiers with different
the number of neurons, shown as a function of the number of hidden layers
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Fig. 10 The variation of PPV for the developed Shallow and deep neural network classifiers with different the
number of neurons as a function of the number of hidden layers

The Positive Predictive Value (PPV) of developed SNN and DNN classifiers with different
number of neurons and with different number of layers is presented in Fig. 10. It is seen that
the PPV of the developed deep neural networks with four hidden layers and with neuron (N =
5) is higher than the PPV of the developed deep neural networks with different number of
layers (Layers = 2, 3, 5) with different number of neurons. Results demonstrate that the PPV of
the developed classifiers is high when the number of layers is selected between 2 and 4.
Further increase in the number of hidden layers is found to decrease the classification PPV.

Figure 11 shows the Negative Predictive Value (NPV) of DNN and SNN for the classification of
normal, myopathy and ALS EMG signals with different number of layers and with different
number of neurons. It is observed that the NPV of SNN classifiers with 15 neurons (N=15) is
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Fig. 11 The variation of NPV for the developed Shallow and deep neural network classifiers with different the
number of neurons, shown as a function of the number of hidden layers
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Fig. 12 The variation of computational time for the developed shallow and deep neural network classifiers with
different the number of neurons, shown as a function of the number of hidden layers
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Deep Neural networks

higher when compared to the NPV of developed shallow neural network classifiers with other
adopted number of neurons (N = 5, 10, 20). Further, the NPV of the developed deep neural networks
with four hidden layers and with neuron (N = 5) is higher than the NPV of the DNN with different
number of layers (Layers = 2, 3, 5) with different combination of neurons. Results demonstrate that
the NPV of the developed classifiers is high when the number of layers is selected between 2 and 4.
Further increase in the number of hidden layers is found to decrease the classification NPV.

Figure 12 shows the computational time (in seconds) for DNN and SNN with different
number of layers and with different combination of neurons. It is seen that the computational
time is increases with increases of number of layers between 1 and 4. Further, the computa-
tional time is decreases with increases of number layers more than 4.

Table 2 presents the computational time for the training the DNN and SNN classifiers with
different number of layers and with different combination of neurons. It is found that the
computational time is increases with increases of number of layers and with the number of neurons.

Table 3 presents the numerical values of the performance metrics of the DNN and SNN
classifiers, for various numbers of hidden layers and hidden neurons. It is seen that the deep
neural network with L =4 (Fourth hidden layer) and N =5 (neurons), is more efficient than the
other developed classifiers, with an Accuracy of 97.7%, Sensitivity of 98.03%, Specificity of
98.98%, NPV of 97.43% and PPV of 98.85%.

Table 2 Computational time (seconds) for the developed shallow and deep neural network classifiers

Neurons Layers

1 2 3 4
Computational Time (seconds)

5 6.5 9.1093 5.906 5.093
10 3.796 4.953 5.312 6.265
15 4.39 6.453 5.828 5.625
20 4.5 8 9.187 10.062
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4 Conclusion

The electrical signals from the human muscles were utilized to analyze the neuromuscular
disorders and these signals are referred as Electromyograms. In this work, the time-frequency
domain images were obtained from four different transformation techniques. Further, the time-
frequency features sub set were extracted from the time-frequency images. A feature selection
approach based on PSO with fractional velocity update was implemented for the selection of
15 significant features for the efficient classification of EMG signals [34]. Also, the two
classifiers networks were developed using shallow and deep neural network classifiers and the
comparative analysis of developed shallow and deep neural network classifiers were per-
formed using the performance metrics of the developed classifiers networks. Results demon-
strate that the accuracy of the developed DNN classifier with fourth layer (L =4) and with 5
neurons in each layer,is higher when compared to the accuracy of the other developed neural
networks with different number of layers and with different number of neurons in each layer.
Also, the other performance metrics such as sensitivity, specificity, PPV and NPV values of the
developed deep neural network classifier with four layer and with neurons (N =5) is higher
when compared to the developed other neural network classifiers with different number of
layers and with different combination of adopted neurons. This work seems to be of high
clinical relevance since that the developed deep neural network classifiers is more efficient for
the classification of EMG signals and also it is necessary for proper diagnosis of neuromus-
cular disorders.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.
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