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The Fast Fourier Transform and Inverse Fast Fourier Transform (FFT/IFFT) are the most

signi¯cant digital signal processing (DSP) techniques used in Orthogonal Frequency Division

Multiplexing (OFDM)-based applications which include day-to-day wired/wireless commu-

nications, broadband access, and information sharing. The advancements in telecommunication
technologies require an e±cient FFT/IFFT processing device to meet the necessary speci¯ca-

tions which depend on the particular application. A real-time implementation of high-speed

FFT/IFFT processor with less area that operates in minimal power consumption is essential
in designing an OFDM integrated chip. A comparative study of e±cient algorithms and

architectures for FFT chip design is presented in this paper. It is also recommended that mixed-

radix/higher-radix algorithm combined with Single-path Delay Commutator (SDC) architec-

ture is appropriate for massive MIMO in 5G, optical OFDM, cooperative MIMO and multi-user
MIMO-based applications.

Keywords: FFT; IFFT; pipelined FFT; sequential FFT; OFDM; 5G.

1. Introduction

Orthogonal Frequency Division Multiplexing (OFDM) is quite a new spectrally e±-

cient digital modulation scheme which employs multiple carriers that are mutually

orthogonal to one another over a given time interval. Multiple InputMultiple Output-

Orthogonal Frequency Division Multiplexing (MIMO-OFDM) has extensive appli-

cations in the ¯eld of wireless communications such as IEEE 802.11,1 IEEE 802.15,

IEEE 802.16,2 IEEE 802.20, WiMax and 3GPP Long Term Evolution (LTE).3
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The crucial blocks in a MIMO-OFDM transceiver are Inverse Fast Fourier Transform

(IFFT) and Fast Fourier Transform (FFT) units, which implement e±ciently the

highly complex computation for Inverse Discrete Fourier Transform (IDFT) and

Discrete Fourier Transform (DFT) operations, respectively.4,5 Major digital signal

processing (DSP) applications depend on the size (N) of the FFT/IFFT (64–8192

points) computation. Table 1 provides various FFT sizes with their corresponding

applications.6–8

The recent advancements in telecommunication technologies such as massive

MIMO in 5G, optical OFDM, cooperative MIMO and multi-user MIMO require an

e±cient FFT/IFFT processing module to meet the necessary speci¯cations of that

particular application. A real-time implementation of high-speed FFT/IFFT module

with less area that operates in minimal power consumption is very essential in de-

signing an MIMO-OFDM integrated chip. The objective of this analysis is to select

an area, power and delay e±cient FFT/IFFT processor for MIMO-OFDM-based

applications. A comparative study of e±cient algorithms and architectures for FFT

chip design is presented in this paper. The e±ciency of FFT/IFFT processors can be

evaluated using the measures like area utilization, power consumption and delay.

Therefore, the technology process of integrated chip, type of FFT/IFFT architec-

ture, the size N of FFT/IFFT, area utilization and power consumption are the

various parameters considered for the analysis and discussion.

The organization of the paper is as follows. A brief introduction to FFT algo-

rithms is given in Sec. 2. Memory references, as well as sequential FFT algorithms,

are discussed in Sec. 3. Section 4 lists the di®erent pipelined FFT architectures.

Comparative analysis and discussions of various FFT/IFFT processors are given in

Sec. 5 and concluding remarks are stated in Sec. 6.

Table 1. Various FFT sizes and their applications.

Applications Standard Supporting FFT/IFFT size

Wireless networks IEEE 802.11a/g 64

IEEE 802.11ac 64/128/256/512

IEEE 802.11n 64/128
IEEE 802.16e 128/256/512/1024/2048

IEEE 802.15 512

Wired networks ADSL 512

VDSL 256/512/1024/2048/4096/8192

Terrestrial broadcasting DAB 256/512/1024/2048

DVB-T 2048/8192
DVB-H 2048/4096/8192

DMB-T/H 4096

DVB-C2 4096

DVB-T2 1024/2048/4096/8192
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2. Preliminaries

The DFT and IDFT of N-point data sequence can be given as

XðkÞ ¼
XN�1

n¼0

xðnÞe�j2�kn=N ; 0 � k � N � 1 ; ð1Þ

xðnÞ ¼ 1

N

XN�1

k¼0

XðkÞej2�kn=N ; 0 � n � N � 1 : ð2Þ

The DFT and IDFT of any given sequence of length N are xðnÞ and XðkÞ,
respectively. From Eqs. (1) and (2), it is clear that n and k are nth and kth samples of

N data points, where N can be 64/128/256/512/1024/2048/4096/8192 points which

depends on the speci¯c application. The exponential term given in Eqs. (1) and (2)

represents the twiddle factor needed for FFT/IFFT computation. The direct im-

plementation of DFT requires N 2 complex multiplications and NðN � 1Þ complex

additions, where N is the number of data points. Divide and conquer technique,

FFT, proposed by Cooley and Tukey, considering the periodicity and symmetric

properties of DFT algorithm signi¯cantly reduced the number of complex multi-

plications to ðN=2Þlog2N and a number of complex additions to N log2N.9 Table 2

provides the comparison of computational complexity for direct computation algo-

rithm versus FFT algorithm.

By using divide and conquer approach, the number of data pointsN is partitioned

into r1; r2; r3; . . . and so on, where r is called the radix of FFT. The most common and

familiar FFTs are with r ¼ 2, FFT algorithm is referred to as a radix-2 FFT algo-

rithm. However, further radices of range 2–10 are also used based on its application. In

single-radix FFTs, the size of data points N must be the power of radix value. For

example, with radix-4, the number of data pointsN in the FFT should be a power of 4.

Table 2. Computational complexity of direct computation versus FFT algorithm.

Direct computation FFT algorithm

Number of data

points N

Complex

multiplications N 2

Complex

additions

NðN � 1Þ

Complex

multiplications

ðN=2Þlog2N
Complex

additions Nlog2N

16 256 240 32 64

64 4096 4032 192 384
128 16384 16256 448 896

256 65536 65280 1024 2048

512 262144 261632 2304 4608

1024 1048576 1047552 5120 10240
2048 4194304 4192256 11264 22528

4096 16777216 16773120 24576 49152

8192 67108864 67100672 53248 106496
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But, mixed-radix FFT can be done on composite sizes for decomposing a non-prime

into prime factors. For example, an FFT of size 500 can be decomposed in ¯ve

stages using radices of 2 and 5 since 500 ¼ 2� 2� 5� 5� 5 or 3 stages using radices

of 5 and 10 since 500 ¼ 5� 10� 10. This basic r-point computation is called as

butter°y unit.

The decomposition can be categorized as Decimation In Frequency (DIF) and

Decimation In Time (DIT), depending upon the partition that takes place from input

and output data points respectively. Figures 1 and 2 show the basic radix-2 butter°y

diagrams for DIT-FFT and DIF-FFT computations, respectively. In Figs. 1 and 2,

A and B denote the complex input from previous stage whereas C and D denote the

complex output of the current stage (or complex input to the next stage). The

twiddle factors WN are de¯ned as the co-e±cients which are used to compute results

from the previous stage and to form inputs to the next stages of FFT algorithm.

Mathematically,

WN ¼ e�j2�=N : ð3Þ
The implementation of FFT/IFFT processors widely uses in-place-memory

updating and pipeline architectures. An in-place memory updating architecture, a

single radix-r butter°y will be su±ciently re-used for N-point FFT/IFFT compu-

tation. Radix-r butter°y will be idle in the case of writing and reading input and

output values. If the re-composition has di®erent radix points, it is called mixed-

radix FFT algorithm. When the radix is higher, the number of complex multi-

plications and additions are lesser, which in turn reduces the chip area and cost.

Continuous °ow mixed radix-based FFT architecture performs the computation

with two N-sample memories for the continuous data stream.

Fig. 1. Radix 2 DIT butter°y.

Fig. 2. Radix 2 DIF butter°y.
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3. Sequential FFT Architectures

The direct implementation of the conventional Cooley–Tukey algorithm is sequential

since the same radix butter°y unit is used in every stage. This radix-2 architecture

requires ðN=2Þlog2N complex multipliers and N log2N complex adders for N input

data points as well as the twiddle factors for the computations are stored and

accessed from a look-up table. Since FFT/IFFT operations are complex, the real

and imaginary operations should be placed apart from each other. The hardware

requirements for this architecture should be made up of adders, multipliers

and individual memory for input/output bit reversals. Even though hardware

requirements are low, latency is higher for the stream of input data points.10,11 The

sequential architecture for N ¼ 16 is shown in Fig. 3. Since radix-2 butter°y com-

putations are used, FFT for 16 data points are decomposed using four stages from

stage 1 to stage 4. The inputs xð0Þ–xð15Þ are fed into the algorithm in bit reversal

(since bit-reversed indices are used to combine various stages in FFT) order whereas

outputs Xð0Þ–Xð15Þ are taken in natural order.

3.1. Modi¯ed sequential architecture

In this method, the identical twiddle factors required for the computations are

grouped, so that the grouped twiddle factors are fed only once for the entire FFT

computation. This reduces the latency as well as the memory occupied by the twiddle

Fig. 3. Conventional DIT-FFT for N ¼ 16.
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factors. The identities accomplish the grouping of twiddle factors,

Wm
N ¼ W

N=4
N :W

m�N=4
N ¼ �jW

m�N=4
N ; N=4 � m � N=2 ð4Þ

¼ W
N=2
N :W

m�N=2
N ¼ �W

m�N=2
N ; N=2 � m � 3N=4 ð5Þ

¼ W
3N=4
N :W

m�3N=4
N ¼ jW

m�3N=4
N ; 3N=4 � m � N ð6Þ

¼ Wm
N ; 0 � m � N=4 : ð7Þ

The twiddle factors are fed into the algorithm in such a way that the other

computations are una®ected as well as the redundant memory modules are elimi-

nated which is shown in Fig. 4.12 Stage 1 is further decomposed into four substages to

compute the results faster since identical twiddle factor computations are grouped.

A 16-bit 64-point modi¯ed sequential algorithm along with cache memory based

1-dimensional (1D) FFT architecture13 results in an area e±cient, high-speed pro-

cessor optimal for Wireless Local Area Network (WLAN)-based applications.

Floating point butter°y unit using Fused-Dot-Product-Add (FDPA) based on Bi-

nary-Signed-Digit (BSD) representation is proposed to maximize the speed of the

FFT computation.14,15 Energy e±cient computation units are also achieved through

a stage skipping and merging to implement FFT/IFFT in Single Instruction Multiple

Data (SIMD) and non-SIMD architectures.16 The radix-2 butter°y is optimized to

reduce one addition and one subtraction operation; optimized radix-2 butter°y is

used in the radix-4 butter°y to reduce the number of real multipliers. Since radix-4

butter°y is also optimized, power utilization is reduced when compared with the

conventional radix-4 butter°ies.17

Fig. 4. Modi¯ed DIF FFT for N ¼ 16.
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3.2. Real-valued FFT (RFFT) architecture

The real-time bio-medical, sensor and radar-based communication processing gen-

erates redundant values in the output since the real-valued data signals exhibit

conjugate symmetry. Better hardware utilization can be achieved by eliminating the

redundancy using several techniques such as radix-25,18 interleaved real and hybrid

datapaths,19 modi¯ed radix-2,20 register based storage design21 and radix-22 canonic

based Real-valued FFT (RFFT).22

3.3. Mixed radix FFT architecture

Mixed Generalized High-Radix (GHR) FFT algorithm23,24 uses 2D and 1D FFT

factorization methods to reduce the hardware usage much less than the conventional

FFT/IFFT methods. Processing speed and hardware e±ciency are improved on the

GHR method since it endures eight radices and 34 di®erent FFT lengths for all LTE

applications. Multiplier-less split-radix-based FFT architecture using Distributed

Arithmetic (DA) for complex multiplications has been proposed.25 Even though the

number of overall arithmetic operations is reduced in this architecture, the com-

plexity and number of operations in a butter°y are increased. Distributed Floating

Point Arithmetic (DPFA) based variable length (32–2048) FFT architecture elim-

inates the power consuming complex twiddle factor multipliers by incorporating

folded DA butter°ies which reduce area usage as well as power consumption.26 The

FFT core is divided into three parts, namely dependant, in-dependant and re-

ordering to minimize processing time in Multicore DSP implementation and is

achieved with a reduction factor of 1/3.27 A 60% resource utilization and 14% per-

formance improvement are achieved by using the complex math processor in a low-

cost radix-4/radix-22 butter°y-based FFT processor.28

A novel radix-2 split-radix FFT is proposed in which memory-sharing and clock

gating are considered to avoid the inevitable switching action of multipliers which

makes the circuit to operate faster. Look-up tables are used to generate the

addresses for twiddle factors which eliminate the time taken for address genera-

tion.29 An eight parallel data path for 512-point FFT computation with modi¯ed

radix-25 butter°y is proposed to reduce the number of complex multipliers for

twiddle factor multiplication for OFDM Wireless Personal Area Networks

(WPAN) applications with a high throughput of 2.5GS/s at 310MHz.30 Radix-2/4

butter°y based 64 to 128 point mixed FFT processor with Coarse Grain Recon-

¯gurable Array (CGRA) embodied Reduced Instruction Set Computing (RISC)

processor is proposed to eliminate partial execution timing constraints for IEEE

802.11 based FFT applications.31 A parallel pipelined Real Fast Fourier Transform

(RFFT) architecture in which four inputs are processed using modi¯ed processing

elements that have two radix-2 butter°y units that remove redundant operations

in the °ow graph with con°ict-free address generation scheme is proposed for real-

valued signals.32
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A scalable radix-2 based N-point FFT processor in which two radix-2 butter°y

units are used for computation of input data at single clock pulse is proposed for

multi-carrier systems like OFDM transceivers.33 A Transport Triggered Architecture

(TTA) and programmable Instruction Level Parallelism (ILP) based mixed radix-

4/2/3 FFT processor that supports all the FFT sizes for LTE (128�2048/1536)

applications is exploited in Refs. 34 and 35. A mixed-radix comprises of radix-2,

radix-22 and radix-2/4/8 that computes at 512–8192 points FFT operation, opti-

mized by sub-structure sharing mechanism, results in an area e±cient, low-complex

processor for applications such as Digital Audio Broadcasting (DAB), Digital Video

Broadcasting-Terrestrial (DVB-T) and Digital Video Broadcasting-Handheld

(DVB-H).36 By using hardware sharing schemes in radix-22 algorithms, hybrid

architecture is developed that retains the systematic and variable characteristics of

recursive DFT algorithms.37 A 256 point mixed-radix-23=25 algorithm is proposed to

reduce the complex multipliers by adopting 32 parallel data paths and eight

sequential groups. The performance of this mixed-radix architecture is suitable for

optical OFDM systems.38 A CORDIC module is used to reduce the complexity of

trigonometric computations (for twiddle factor multiplication) in the butter°y

operations involved in mixed-radix FFT architecture.39

4. Pipelined FFT Architectures

A separate arithmetic unit can be used in each stage of the FFT unlike in the

sequential architectures. This type of parallelism among each stage improves

the processor performance in a signi¯cant way. A factor of log2N enhances the

throughput of pipelined FFT architecture. Since each stage of this FFT algorithm

has its basic computational units, the pipelined FFT can be called as cascaded FFT

algorithm. Each stage does its operation as soon as the input data to be processed are

available. These types of pipelined FFT processors are more suitable for real-time

MIMO-OFDM as well as in-place signal processing applications. In pipeline archi-

tectures, Single-path Delay Feedback (SDF) and Multipath Delay Commutator

(MDC) are the two popular architectures. SDF along with input scheduling enables

multiple input streams processing with a single FFT/IFFT processor. MDC uses

more switch boxes to resolve feedback path into feedforward paths. The MDC-based

FFT architecture saves more area than SDF architecture-based FFT processor with

multiple streams. Single radix-N butter°ies are used at each folding stage of the

MDC architecture-based FFT processor with N data streams. The pipelined FFT

architectures are categorized into the following groups.

4.1. Radix 2 multipath delay commutator (R2MDC)

The most straightforward approach to implement radix-2 butter°y operation is the

radix-2 Multipath delay commutator (R2MDC). The input data sequence is split

E. Konguvel & M. Kannan
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into two parallel data streams (for radix-2 butter°y) using two path commutator (C)

and is fed into the data processing elements which are radix-2 Butter°y Modules

(R2BM) at an equal distance by incorporating appropriate delay units (8D for

8 units of delay, 4D, 2D and 1D). The processing elements as well as the multiplier

unit are used only half of the time and hence utilization rate of this pipelined FFT is

50%. A generalized R2MDC FFT architecture is shown in Fig. 5.

Mixed/multi-radix butter°y stages are also used with MDC based FFT/IFFT

processors to reduce the memory usage or to share the memory between the butter°y

operations. A modi¯ed radix-4 butter°y algorithm has been proposed that can

perform a single radix-4 operation or two radix-2 operations. Eight parallel data

paths are used before the modi¯ed radix-4 butter°y for higher throughput rate and

low hardware complexity.38 A simple counter is used to generate the mixed radix

butter°y sequences and ¯xed/mixed radix memory addressing schemes are intro-

duced in MDC-FFT architectures. In ¯xed radix memory addressing scheme, two

memory words for real and imaginary elements, two counters for address and column

counter are used. The number of counters can be reduced in ¯xed radix memory

addressing scheme without sacri¯cing hardware utilization for Mixed Radix (MR)

addressing operation.40 Flexible Radix Con¯guration (FRC) based MDC-FFT

architecture is proposed42 to improve the throughput and power e±ciency. A radix-2

DIF butter°y and pipeline data scheduling based 1024 point ¯xed (32-bit) FFT

structure with ping-pong memory access scheme is proposed for high speed and real-

time signal processing applications.43

4.2. Radix 4 multipath delay commutator (R4MDC)

The radix-4 MDC architecture is similar to radix-2 MDC in which Radix-4 Butter°y

Module (R4BM) replaces radix-2 butter°y unit, and its corresponding 4-path

commutator (C) is used. Since the input data sequence is separated into four

parallel data streams, only 1=4 of input data is fed into the multipliers and com-

puting elements; the utilization rate is reduced to 25%. This architecture is not

Fig. 5. Radix-2 multipath delay commutator for N ¼ 16.
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recommended when hardware requirement and utilization rate are taken into con-

sideration. Radix-4 MDC architecture for 256 input data points is shown in Fig. 6.

Since larger data point is considered for computation delay, units are also larger

that ranges upto 192 units of delay (192D for 192 units of delay). An input memory

scheduling scheme is introduced with MDC to increase the utilization rate and ob-

tain the variable length (128/512/1024/2048) MDC-FFT processor. Here, Radix N

butter°y is used for N input data streams. One group of the memory bank is used for

storing data from one input stream. 3N=4 samples from one memory group are

processed at a time in radix-4 butter°y unit. At the same instance, the elements of

the other memory group are updated from the other input data streams. A con¯g-

urable radix-8/radix-4 butter°y is used in the last stage with a constant multiplier

for twiddle factor multiplications. A control/select input line is used for selecting the

intermediate stages to the number of data points/streams.44–46 Radix-2k MDC ar-

chitecture, for both DIF and DIT decompositions, can be used for any number of

parallel input data streams. This architecture achieves high throughput with fewer

hardware resources needed for recent applications.46 The number of non-trivial

multipliers is reduced by using a mixed-radix butter°y operation along with multi-

path delay feedback architecture for 1–4 channel 1024/2048/4096 FFT computation

with less hardware complexity.47 To lessen the complexity in twiddle factor multi-

plication, a radix-24–22–23 based MDF-FFT architecture is proposed which is opti-

mal for IEEE 802.11ad (wireless personal area) applications48 and higher radix

butter°y units.76 The conventional Multipath Delay Feedback (MDF) architecture

ine±ciently utilizes the adders and multipliers. A mixed-decimation MDF (M2DF)

architecture based on radix-2k algorithm49 and radix-4 algorithm50 are proposed for

better hardware utilization. A variable length radix-2/3/22/23 algorithm-based

MDC architecture is proposed to reduce the number of operating cycles for FFT

computation.51 Many applications require simultaneous calculation of independent

FFT samples; MDC architecture is con¯gured for two data streams for achieving

100% hardware utilization.52

Fig. 6. Radix-4 multipath delay commutator for N ¼ 256.
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4.3. Radix 2 single-path delay feedback (R2SDF)

As the number of delay elements in MDC architecture is a major disadvantage, a

feedback mechanism is provided in such a way that one-half of output data from each

computing stage is fed back into the input of the same computing stage, as the data is

directly given to the butter°y unit for computation. This technique was introduced

in Ref. 53, and 100% memory utilization is achieved in Ref. 54. When the butter°y

computation is radix-2, it is called Radix-2 Single-path delay feedback (R2SDF).

Although the number of butter°y units and multipliers required is the same as that

of Radix-2 MDC architecture, the memory (delay elements) and commutator re-

quirement is very much reduced. A simple R2SDF architecture for N ¼ 16 is shown

in Fig. 7. An e±cient FPGA implementation of generalized radix-2 SDF based FFT

architecture by using coarse-grained hardware design is presented in Ref. 55. For

OFDM baseband processing and better resource utilization, FFT/IFFT recon¯gu-

ration is achieved by FPGA-based Dynamic Partial Recon¯guration (DPR).56

Radix-257 and radix-2258 SDF-based pipelined FFT architectures are proposed for

16/64/256/1024 point with word-length scaling approach. A low power radix-2

64–1024 point SDF-based FFT architecture that shares hardware between 2 and 4

data streams is proposed.59 The e±ciency of the processor is doubled compared to the

conventional SDF architectures.

4.4. Radix 4 single-path delay feedback (R4SDF)

Radix-4 single-path delay feedback (R2SDF) is similar to R2SDF in which radix-2

butter°y is replaced by radix-4 basic butter°y computation units. The number of

multiplier units in radix-4 SDF architecture, as well as the utilization rate, is reduced

to 25%, but hardware complexity is increased when compared with radix-2 SDF

architecture. The generalized block diagram of radix-4 SDF architecture for 16 input

data points is shown in Fig. 8. 1536 point FFT computation is achieved in variable

length FFT processors60,62 that su®ers from very high latency and increased hard-

ware costs. Three-stage SDF pipeline architecture and a hardware sharing mecha-

nism are employed for FFT/IFFT processor to reduce the chip area.61 Radix-2 SDF

butter°y asymmetric with last three stages of radix-3 FFT butter°y is used for the

Fig. 7. Radix-2 single-path delay feedback for N ¼ 16.
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computation of radix-2 FFT. By using a simple multiplexer switch, the same ar-

chitecture can be used to compute 128–2048/1536 FFT operations. Delay line bu®ers

are further used to access the memory from idle processing elements to provide

necessary bu®ering capacity for 1536 point FFT computation since it requires a

larger bu®er size.62

4.5. Radix-4 single-path delay commutator (R4SDC)

A simpli¯ed radix-4 butter°y is proposed in such a way that only one output is

computed by using four input data from the input bu®er at a time. This process is

repeated in the same butter°y module (R4BM) until all the four same outputs are

computed to achieve 100% utilization. Radix-4 single-path delay commutator

(R4SDC) architecture needs additional computational units to provide the same

input data four times. So a four path commutator (C) is used. The number of

multipliers needed is much less than radix-4 MDC FFT architecture. A simpli¯ed

R4SDC commutator architecture is shown in Fig. 9.

Multipath delay commutator and single path delay feedback are made parallel

to achieve low latency, high throughput, and memory e±cient 128–2048 point

FFT/IFFT processor. An input selector or multiplexer switch is used to feed the

input data to the appropriate stage.63 A low-power 64-point pipeline FFT processor

based on radix-43 butter°ies, which computes four inputs in parallel, achieving

25% minimization in clock rate when compared with traditional MDC and SDF

architectures, targeting IEEE 802.11a/g applications, is proposed.64 R4SDC is

Fig. 8. Radix-4 single-path delay feedback for N ¼ 16.

Fig. 9. Radix-4 single-path delay commutator for N ¼ 256.
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appropriate for MIMO-OFDM based applications for its low complexity and high

hardware utilization.65

4.6. Radix 22 single-path delay feedback (R22SDF)

Radix-22 single-path delay feedback is an e±cient evolving pipeline architecture for

FFT computation. This architecture utilizes two radix-2 butter°y units with coef-

¯cient multipliers which are suitable for typical pipeline FFT implementation. The

number of multipliers and memory requirement is very much reduced when com-

pared with the previous designs. Radix-22 single-path delay feedback structure for

N ¼ 256 is shown in Fig. 10.

A mixed DIT/DIF FFT algorithm is used along with a modi¯ed SDF FFT ar-

chitecture to obtain high utilization with same throughput and latency. In FFT

computation, the ¯nal stage is computed by DIT, whereas, other stages are com-

puted by DIF algorithm so as to maintain input and output in normal order that

eliminates the usage of an additional clock. The modi¯ed SDF architecture computes

radix-4 as radix-22, radix-8 as radix-23 and so on to reduce the number of complex

adders and complex multipliers.66 A mixed-radix variable length FFT processor is

proposed based on Radix-2/22 butter°y structure by incorporating pipeline SDF

method to minimize area with increased e±ciency for °oating point day-to-day

FFT/IFFT applications.67 A radix-2 algorithm based combined SDC-SDF archi-

tecture is presented with log2ðN � 1Þ SDC stages, one SDF stage, and one-bit re-

verser to reduce up to 50% of complex multipliers.68 The power consumption of

Fig. 10. Radix-22 single-path delay commutator for N ¼ 256.
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radix-4 SDF architecture is 11% lesser when compared to the radix-2 SDF archi-

tecture.69

The hardware comparison of pipeline architectures discussed above is shown in

Table 3.70

5. Analysis and Discussions

The objective of this analysis is to select an area, power and delay e±cient FFT/

IFFT processor for MIMO-OFDM-based applications. Normalized area, energy, and

throughput are the signi¯cant measures to evaluate the performances of various

FFT/IFFT processors.71 Several methods have been proposed to assess the nor-

malized area and energy for FFT/IFFT processors,71–74 but these evaluations were

carried out for the same number of FFT/IFFT data points (N).

Since di®erent FFT/IFFT sizes (N) were considered for our comparison, the

evaluation proposed in Ref. 75 is optimal that can be given as,

ANormalized ¼ Area

N � Tech

0:18

� �
2 ð8Þ

ENormalized ¼ Power� Exec:Time

N � VDD

1:8

� �
2 ð9Þ

Table 4 compares the frequency, normalized area and normalized energy of the

di®erent FFT/IFFT architectures discussed in the literature. As previously stated,

the processors have di®erent fabrication CMOS library and various synthesis con-

straints, hence the FFT/IFFT processors with same values of N are considered for

the discussion.

For FFT/IFFT processors with N ¼ 2048, the MDF architecture in Ref. 75 has

only 42.53% and 33.42% of the normalized area to that of SDF-based architectures in

Refs. 76 and 77. The normalized area of MDF scheme in Ref. 73 is only 15.53% to

that of MDC-based FFT/IFFT architecture in Ref. 44. It can be noted that the MDF

architecture proposed in Ref. 75 saves more area, but execution time is almost

Table 3. Hardware requirements and throughput rate for various pipeline architectures.

Pipeline architecture

No. of complex

adders

No. of complex

multipliers

Memory

requirement

Throughput

rate

R2MDC 2log2N log2ðN � 2Þ ðN � 2Þ=5 2R

R4MDC 8log4N 3log4ðN � 1Þ 5ðN � 4Þ=2 4R
R2SDF 2log2N log2ðN � 2Þ N � 1 R

R4SDF 8log4N log4ðN � 1Þ N � 1 R

R4SDC 3log4N log4ðN � 1Þ N � 1 R

R22SDF 4log4N log4ðN � 1Þ N � 1 R

E. Konguvel & M. Kannan

1830001-14

J 
C

IR
C

U
IT

 S
Y

ST
 C

O
M

P 
D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 U

N
IV

E
R

SI
T

Y
 O

F 
Q

U
E

E
N

SL
A

N
D

 o
n 

07
/0

8/
17

. F
or

 p
er

so
na

l u
se

 o
nl

y.



4.5 times higher than other MDC44 and SDF76-based FFT/IFFT schemes. Since

delay elements are more in 2048 MDC/MDF-based FFT/IFFT processors, the

normalized energy dissipation is less in SDF scheme which is of 4–16 times lesser

when compared to the other MDC,44 MDF75 and SDF76 schemes. This variation is

mainly due to the usage of Radix-3 FFT in SDF pipeline stages which reduces the

number of computations. On the other hand, power consumption is greatly reduced.

This trend in the area, power and delay can be carried on to the FFT/IFFT pro-

cessors with N ¼ 1024; 512; 256 and 128.

When considering the FFT/IFFT processors with size N ¼ 1024, the normalized

energy consumption by the SDF62 processor is approximately 4 times higher

than that of the Cached FFT processor,73 and is 10.5%–41.7% to that of MDC,44

Table 4. Comparision among various FFT processors.

FFT

processor Architecture

Clock
frequency

(MHz)

Process

(nm) FFT size

Normalized
energy

(nJ)

Normalized

area

(mm2)

Raja13 Cached FFT 251 180 64 53.85 9.98

Chen23 GHR 122.88 180 128–2048 4.12 2.44

Cho30 MR-Pipelined 310 90 512 1.31 6.093

Lai37 Recursive Radix-22 25 180 512 6.875 8.50

Kim38 MR-MDC 430 90 128–256 — —

Lee41 MR-MDC 20 180 8192 5.4 0.33
Tang42 FRC-MDC 300 180 512 3.26 6.25

256 6.00

128 8.85

Yang44 MDC 40 90 2048 5.16 6.05
1024 5.09

512 4.65

128 4.16

Wang48 Radix-24–22–23 MDF 220 130 512 — 3.00

Yu62 SDF 40 90 2048 0.313 2.813

1536 0.328
1024 0.535

512 0.602

256 1.03

128 1.83
Kala64 R4-SDC 5 130 64 2.11 24.8

Sophy67 MR-SDF 50/100 90 2048 3.05 39.84

512 11.3
128 592

Chen74 Cached FFT 51 180 128–1024 2.06 2.05

Peng75 MDF 35 180 128–2048/1536 1.28 0.94

Patil76 SDF 40 180 128–2048 1.39 2.21
Huang77 Memory base 324 90 512 14.41 19.21

Tang78 Multi-data scaling 300 90 2048 0.83 2.265

52 128 0.568

Huang79 Cascaded 324 90 512 0.820 7.265
Ahamed80 Feed-forward 330 65 512 1.84 21.41
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GHR62 and MDF75 schemes. For the processors with FFT/IFFT size N ¼ 512, the

memory-based FFT architecture77 consumes more power and occupies larger area as

the number of memory elements is higher when compared with the pipelined-

FFT42,44,62,74,75 as well as mixed-radix pipelined FFT30,67 As the clock frequency is

higher, the normalized area and normalized energy also increase in feed-forward FFT

architecture81 when compared with other pipelined FFT/IFFT schemes. The nor-

malized energy increases linearly with the normalized area as the number of logic and

delay elements increase in line with the size of FFT/IFFT computation. The nor-

malized area of mixed radix pipelined FFT30 scheme is 15.30% of mixed radix SDF

FFT scheme,67 28.46% of feed-forward architecture80 and 31.71% of memory-based

schemes.77

To reduce the delay, area and power e®ectively in an FFT/IFFT processor, the

foremost solution is to reduce the memory usage. This can be achieved not only by

selecting the proper FFT/IFFT architecture but also by adopting e±cient input–

output memory scheduling schemes and bit-reversal circuits. These techniques not

only reduce the core size of the processor, they also reduce the power consumption and

execution time of an FFT/IFFT scheme by reducing the number of accesses to the

processor and main memory. Further, the reliability of core FFT processor can be

improved by adopting error correction codes and Parseval checks.82 Several strategies

in implementing a reliable sequential/pipelined FFT core are discussed in Refs. 83–85.

6. Conclusion

The signi¯cance of various algorithms, architectures, and implementations of FFT/

IFFT processor design for MIMO-OFDM based communication systems has been

focused on in this review article. The aim of this article is to select an area e±cient,

low power, high-speed FFT/IFFT processor by adopting an architecture that has a

desired twiddle factor multiplier circuit, an e®ective design of butter°y processing

modules with appropriate feedback/feedforward delay units and input–output data

scheduling schemes that have lesser access to memory. Higher-radix, as well as

mixed-radix algorithms, based SDC pipelined FFT/IFFT architectures have less

area and consume low-power at a higher throughput. It can be concluded that mixed-

radix/higher-radix algorithm combined with Single-path Delay Commutator (SDC)

architecture is appropriate for massive MIMO in 5G, optical OFDM, cooperative

MIMO and multi-user MIMO based applications.
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